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It is an honour to be invited to speak

at the ERI, and I am very grateful to the

organizers and my host Yosihiko Ogata for

the invitation and for arranging my visit.

These are briefly the contents of my

talk:

1. Reminiscences

2. The RELM framework

3. Assessment of probability forecasts

4. Summary and conclusions



REMINISCENCES

In fact this is the second lecture I have

givern to ERI. The first was in 1976 and

was entitled

“Earthquake Prediction: a Statisti-

cian’s View ”

It is somewhat embarrassing that this

could easily have served as the title for

today’s talk. It prompts me to ask, what

has changed between then and now?

From my angle, some things have changed

a lot, and others not much. Some of the

crucial developments have been:

(i) Increase in the qantity and quality

of seismological data.

A huge development. Catalogue data,

in particular, but other sources also.



Better and more extensive data calls

for better and more extensive statistical

analysis.

Indeed, the role of statistical analysis

in the interpretation of seismological data

has also increased greatly. It has been a

major factor in

(ii) The rise of statistical seismology.

In 1976, there was just a scattering

of scientists around the globe trying to de-

velop statistical models for catalogue data.

Among them were Utsu, Aki, and Mogi

in Japan; Gaisky in Russia; Yan Kagan and

Leon Knopoff in California; Cinna Lomnitz

in Mexico, and myself in New Zealand.

Now it has become an important sub-

discipline, with many members, and an in-

creasing range of topics and applications.

Today’s meeting is an illustration of

these features.



(iii) Development of good models.

Here there has been less progress.

The development of better models,

embodying a better understanding of the

physical processes which determine the prob-

abilities of earthquake occurrence, is still

the number one priority.

Earthquake occurrence is a complex

process, and catalogue data by itself may

never be enough to unravel the process

fully, nor therefore to predict it more than

very partially.

We may be reaching the limit of what

may be achieved by caalogue analyses alone.

But we are still very far from being able

to incorporate other factrors into quanti-

tative predictions.

(iv) The statistical mis-education of

seismologists.



This is something else which still con-

tinues.

The problem is that Geophysics De-

partments are committed to other courses,

and there is never room for a course on

‘Statistical Seismology’ or something sim-

ilar.

From other courses or from chance

remarks, students gain a wrong impres-

sion of the potential and importance of

these topics in modern geophysics. Ulti-

mately they struggle to find and use some

advanced statistical software for their ex-

perimental data. They rarely get a good

background for independent work in these

areas.

(v) Influence of Frank Evison

I want to briefly pay tribute to Frank’s

work. He was a pioneer and persistent

contributor to earthquake prediction.



It was Frank who encouraged my early

interest in seismology. From the begin-

ning, we both shared the view that earth-

quake predictions should be couched in terms

of probabilities.

I borrowed many ideas from him, in-

cluding several which appeared in my 1976

talk and will resurface today:

Synoptic forecasts

Risk enhancement factors (Continu-

ous version of probability gain).

Recently he and David Rhoades spent

many years developing and improving the

precursory swarm and EEPAS models. I

think it has become the most successful of

the current medium-term forecasting mod-

els.





165 170 175 180

−
47

−
44

−
41

−
38

−
35

Synoptic Forecast: 01Jul1993−31Dec1993
All/All   Mmin = 4   M0 = 6.8   M1 = 6.3   R1 = 167.3   Lag = 1

0 ≤ blue < 2e−04 ≤ cyan < 4e−04 ≤ green < 5e−04 ≤ yellow < 6e−04 ≤ tan < 7e−04 ≤ red < 9e−04



165 170 175 180

−
47

−
44

−
41

−
38

−
35

Synoptic Forecast: 01Jul1993−31Dec1993
All/All   Mmin = 4   M0 = 6.8   M1 = 6.3   R1 = 167.3   Lag = 1

0 ≤ blue < 2e−04 ≤ cyan < 4e−04 ≤ green < 5e−04 ≤ yellow < 6e−04 ≤ tan < 7e−04 ≤ red < 0.0015



TOWARDS FORECAST TEST-

ING CENTRES

Let me return to the main theme of

my talk. Rightly or wrongly, I felt my

most useful contribution might be to pro-

vide an independent commentary on the

RELM procedures.

My comments are based mainly on in-

formal discussions with colleagues in Welling-

ton, and the two recent papers in Seismo-

logical Letters by Daniel Schorlemmer and

co-authors.

My aim has been to try and pick out

those points where, if I was starting up a

new centre, I think some further discussion

might be helpful before the schemes were

finalized.



The RELM framework

2.1 Benefits from adopting a common

framework

I support the view that there are ben-

efits in imposing a common framework on

the format and assessments of earthquake

probability forecasts. It is necessary to

bring some order in what has tended to

be a very disordered field.

From my own personal experience, de-

spite having been a somewhat reluctant

starter, I have found the discipline of being

required to shape the forecasts to a par-

ticular framework quite helpful. Aspects

you had hoped to brush under the carpet

are forced out into the open. This is ulti-

mately helpful.

The framework does not have to be

perfect, nor does it have to be the only



procedure used. But using a common frame-

work casts a much sharper light on the

differences as well as the relative merits of

different schemes.

2.2. Framework overview

The forecasts are currently prepared

for a rectangular grid system. Individual

probabilities are required for disjoint cells.

Each cell is defined by a

location × magnitude × time....

coordinate set, and has a fixed length in

each dimension.

Submitters of a forecasting scheme

have to provide programmes which calcu-

late probability forecasts for as many cells

in the grid as they can. Scoring is based

on the performance of the forecasts over

those cells for which forecasts are provided.



There are pros and cons in the choice

between continuous models (ie based on

densities) and cell-based discrete models,

but I see no major advantages either way,

nor difficulties in tranferring from one to

the other.

2.3. The choice of space, magnitude

and time scales

New Zealand, like California, has opted

for a very fine spatial mesh, also for fine

magnitude gradations. This is somewhat

burdensome for the computations, but helps

to keep the forecasts independent, given

the forecast information.

The larger the cells, the greater the

opportunities for unwanted complexities to

creep in.





Along the time axis, however, the fore-

casts are not divided into cells. Instead,

the forecaster is offered a limited choice

of forecasting intervals, of very different

lengths: one day, three months, one year,

five years.

2.4 Why not shorter, disjoint time

intervals?

The more I reflect on it, the more I

wonder if these conventions might not be

reconsidered.

From my view point, a forecaster who

provides only 5-year forecasts should not

mind if his forecasts are broken to shorter

periods.

This can be done, if crudely, by sup-

posing the event to be distributed uniformly

at random over the long interval, so that

equal weight is given to subintervals of

equal length.



For example, a scheme giving proba-

bility 0.1 for a 1-year period can be treated

as a scheme giving equal (and indepen-

dent) probabilities

(0.1)1/365

for successive 1-day intervals. The proba-

bilities of at least one event over the 1-year

period are the same.

The important point to the forecaster

is that his forecasts are still assessed over

the longer interval.

The advantage of using the shorter

periods is that the forecasts can be used

and compared more flexibly, in a wider range

of ways.

In their accounts of the RELM pro-

cedures, the authors emphasize the quali-

tative difference between forecasts aimed

at 1-day intervals and forecasts aimed at

1-year or 5-year intervals.



To my mind the differences lie not in

the nominal forecast period, but in the na-

ture of the phenomena being studied. 1-

day forecasts attempt to capture sudden

changes in risk. 1-year forecasts attempt

to capture changes which occur slowly over

longer time periods.

By dividing both types of forecasts

into 1-day intervals, the forecasts can be

compared and assessed over time periods

of any desired length, 1-day or 1-month or

1-year.

2.5 What about long-range (gap)

forecasts?

I mean by this a forecast made (say)

now, for a magnitude 6 event in Wellington

in the first 6 months of 2010.

Unless I have misunderstood the for-

mulation, there seems to be no place for



such forecasts in the present scheme. Such

long-range forecasts are useful in meteo-

rology, why not here?

Such possibilities arise naturally when

a longer forecast is broken into shorter

pieces.

Breaking up the forecasts into periods

of shorter length, but allowing for varying

time-gaps, might yield more precise and

more flexible forecasts than the present

system of forecasts for a restricted range

of fixed periods.

The question of the range is also rel-

evant to the question of when forecasts

might be refreshed. For assessment pur-

poses, you would not want to refresh a

time-lapse forecast before its time had elapsed.

But after that, why not?

The ultimate goal might be some-

thing more like a synoptic forecast over

both time and space, frequently updated.



2.6. Probabilities v Poisson rates

A special feature of the RELM pro-

cedures is that, although probability fore-

casts are in view, forecasters are requested

to frame their forecasts in terms of ex-

pected rates per cell.

This stipulation represents only a slight

logical gloss.

The Poisson approximation to p0 is

e−µ
≈ 1 − µ ≈ p0

,

µ = p1 + 2p2 + 3p3 + ....

which is very close for small cells and small

probabilities. Moreover probabilities are

very easily converted into rates and vice

versa.

A more serious gloss, I think, is in the

further assumption that, given the infor-

mation on which the forecasts are based,



the events in different cells, whether de-

scribed by rates or probabilities, can be

treated as independent.

Consider, for example, a 5-year model

which suggested that every time a magni-

tude 6 event occurs in the Tokyo cell, a

similar event will occur in the Kamakura

cell within the next 6 months, i.e. within

the same 5-year time slot.

If the probability of either event indi-

vidually is 1/10, and they are treated as

independent, the probability of both oc-

curring in the same 5-year period together

is 1/100, whereas the modeller would like

to give this joint occurrence essentially the

same probability (1/10) as the Tokyo event.

This model cannot be fairly scored

within the independence scheme.

Whenever, as in this example, joint

probabilities are provided, they should be



used. They can be converted to rates for

joint occurrences if desired.

The difficulties lie not in the scor-

ing, but in devising models capable of pro-

ducing such joint probabilities. And, ulti-

mately, that is what is needed.

2.7. Aftershocks and other complexities.

Aftershocks represent the character-

istic form of earthquake dependence. and

raise in an extreme form the kind of diffi-

culty described in the previous example.

In principle, I feel that forecasts should

be for real scenarios, aftershocks included.

In the present framework, forecasters

are allowed to dodge the issue by stipulat-

ing, for example, that their forecasts are

for ‘independent events’ only.



In order to score such forecasts, the

authors of the scheme are forced into elab-

orate and somewhat arguable procedures:

(a) calculate the probabilities that an

observed earthquake is either truly inde-

pendent, or is an aftershock,

(b) test the forecasts, not against the

actual occurrences, but against a whole

family of simulations which randomly de-

scribe the earthquakes which occur as ei-

ther ‘independent’, or ‘aftershock’, in ac-

cordance with the estimated independence

probabilities.

From my viewpoint, the onus should

be on the forecaster to find a way of (say)

forecasting the probability of a magnitude

6 event, which allows for the possibilities

that that event might be independent, or

might be an aftershock of some previous

event.



If the forecasters want to use inde-

pendence probabilities to help them on their

way, that is fine, but the types of event

they end up forecasting must be clearly

identifiable. This is not the case for ‘inde-

pendent events’.

Ultimately, forecasts should aim to give

the joint probabiliti es for a whole scenario,

aftershocks and errors included.



3. Assessment of the prob-

ability forecasts

From the classical statistical point of

view, assessing probability forecasts based

on a model is assessing only one aspect

of the model’s performance. The crucial

issue is assessing the model itself.

However, in the earthquake context

at least, it is considered essential to di-

rectly assess the forecasts. There may be

aspects of the model selection or model

fitting which have been glossed over or re-

main hidden. Hence considerable emphasis

is placed on careful tests of the forecasts

themselves.

Early studies often assumed that the

schemes take the form of decision rules

which result either in ‘ failure’ (some pre-

dicted result did not occur) or ‘success’ (it

did occur).



A probability forecasting scheme does

not of itself embody any decision rules,

so some alternative form of assessment is

needed.

Many schemes can be suggested for

this purpose, but personally, I am quite

happy with the likelihood scores suggested

for RELM. However, I would introduce them

somewhat differently, as below.

3.1 Probability gains and likelihood

scores.

Consider forecasts for a single cell,

and denote the forecast probability that

an event occurs in the n-th time step of

length ∆ by p∗n(∆), and the corresponding

reference (long-run) probability by p̄(∆).

The probability gain p∗n(∆)/p̄(∆) is a

natural measure of the performance of the

forecast when the predicted event actually



occurs. Similarly (1 − p∗n(∆))/(1 − p̄(∆))

is a natural measure of the performance

when it does not occur.

In a good forecasting scheme, both

should be above unity most of the time.

Taking logarithms, and then taking

averages over the 0−1 sequence of events

Xn, n = 1,2, . . . , N we obtain the entropy

score

ĜN(∆) = (1/N)
N
∑

1

{

Xn log
p∗n

p̄(∆)

+ (1 − Xn) log
1 − p∗n(∆)

1 − p̄(∆)

}

.

It is this quantity which is used as a

measure of the forecast performance. It is

just the mean log-likelihood ratio

(1/N) log[L∗

N/L0
N ].

Its expected value and hence also its

long-run value in a stationary scheme, is a



constant, which we may call the informa-

tion gain G∆.

Choosing the model with the highest

log-likelihood ratio is the same as choosing

the model that produces the best average

log probability gains.

G∆ may also be interpreted as a mea-

sure of the ‘predictability’ of the model

generating the data, or of the distance

(Kullback Leibler distance) of the model

being tested from the reference model.

For example, the diagrams show the

value of G∆ for a family of renewal mod-

els, sometimes used to describe recurrence

times of large events on a single fault.

All models were assumed to have the

same average rate of occurrence.



κ = 0.2 (G=1.9)

Poisson

κ = 5 (G=0.4)

κ = 25 (G=1.2)



The highest gains are for the mod-

els that are closest to deterministic, or

else have highly skewed (J-shaped) distri-

butions.

3.2 Testing the models: pairwise com-

parisons

The RELM procedures focus on two

types of tests. The main test is based on

the likelihood scores as described above,

and compares the performance of two mod-

els.

Because we are concerned with ra-

tios, there is no difficulty in swapping from

one reference model to another, or to com-

paring models among themselves on a pair-

wise basis. Thus we can compile a table

of pairwise comparisons.

The choice of model used as refer-

ence is unimportant here; the pairwise com-

parisons will be unaffected..



Selecting the best from a class of mod-

els is more difficult, because the best model

with respect to one reference model may

not be best with respect to some other

reference model.

Hence there is current discussion about

the best reference model to use in devel-

oping an overall ranking.

Falling back on absolute probabilities

does not avoid this problem, because it

amounts to making a comparison with a

model that allots equal probabilities to each

cell.

3.3 Testing the models: consistency

tests

The authors also devote considerable

effort to a further question: is the model

producing the forecasts compatible with

the events it purports to forecast?



This is nothing other than the ques-

tion of goodness of fit. How well does

the model fit the somewhat selected class

of data for which forecasts are being pre-

pared?

The authors suggest using the nu-

merical value of the loglikelihood (or its

ratio against some fixed alternative) as the

test statistic.

A supplementary test is also proposed

in which the feature tested is the total

number of events in a range of interest.

In any such case the test proceeds

by computing (analytically or by extensive

simulations) the distribution of values of

the proposed characteristic under the as-

sumption that the model is true.

If the value from the real data is out

in the tails of this distribution (i.e. very un-

common under the model) then the model



is rejected. If it is in the area of common

values, then the model may be accepted.

Choosing how far out in the tails the real

data must be before the model is ‘rejected’

corresponds to choosing the significance

level.

To pacify those scientists whose model

is rejected because the likelihood is too

high, they suggest using a further test (that

based on total numbers) to confirm that

the model is unreasonable.

The advantage of the likelihood tests

is that they can be applied to any model

for which the likelihood can be computed.

However, I know little about the statistical

properties of such tests.



3.4. Who wants probability forecasts,

anyway?

This is not quite a humorous issue.

There are genuine grounds for doubt as

to whether probability forecasts for earth-

quake occurrence can be practically useful.

For the scientist, I think it is a matter

of scientific integrity that every forecast

should be accompanied by some attempt

to quantify its uncertainty.

The only satisfactory basis for quanti-

fying uncertainty is probability theory. Hence

quantifying the uncertainty means moving

to a probability framework.

Where this is not done, then I think

the scientist’s job is incomplete.

But for communicating such informa-

tion to user groups and the general pub-

lic, probability forecasts as such may not



be very effective. Where possible, people

prefer definite answers.

Probability forecasts can be formu-

lated in betting terms, or incorporated into

decision rules, cost-benefit analyses, and

so on. These may provide a better basis

for public announcements.



Summary and conclusions

The main points of my discussion are

summarized below.

• There are substantial benefits to sci-

entists concerned with earthquake pre-

diction in having to produce forecasts

within a well-specified framework, and

having them evaluated within that frame-

work. If the framework outline, at least,

can be shared internationally, that could

be a further benefit, facilitating exchange

of ideas and techniques.

• The RELM framework seems to me a

sound starting point, although I have

reservations about some aspects, as

set out below:



(i) There may be merits in breaking

down long-term forecasts into a se-

quence of forecasts for shorter periods.

The performance of different types of

models can still be compared over in-

tervals of any desired lengths.

(ii) Long-range forecasts (forecasts with

gaps) could be given a place within the

framework.

(iii) Replacing probabilities by Poisson

rates is not a severe approximation,

but the independence assumptions ac-

companying this approximation are of

some concern, and merit revue.

(iv) The present approach of ‘doctor-

ing the data’, to deal with problems

arising from aftershocks and catalogue

errors, is also questionable. Ultimately,

the aim should be to For example, a

scheme giving probability 0.1 for a 1-

year period can be treated as a scheme



giving equal (amd independent) prob-

abilities

(0.1)1/365

for successive 1-day intervals. The prob-

abilities of at least one event over the

1-year period are the same. allow for

such features in producing the fore-

casts. The forecasts should be directly

assessible in terms of the actual data.

(v) More information would be help-

ful on the power of the likelihood tests

used in assessing a model’s consistency

with the data.

• To my mind, the biggest problem still

lies in developing better models.

I hope that better assessment of exist-

ing models, through setting up testing

centres such as RELM, may help to

focus our ideas on just this issue.
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